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A theoretical study of the orientation-dependent attoclock shift in photoelectron momentum dis-
tributions generated by ionization of HeH+ by a counter-rotating two-color bicircular laser field is
presented. Solutions of the two-dimensional time-dependent Schrödinger equation are extrapolated
to the adiabatic limit and compared to two-step trajectory models. The trajectory models are sen-
sitive to the choice of the tunnel exit point, which depends on the dipole moment and polarizability
tensor of the molecule. Using a suitable trajectory model, we are thus able to reconstruct these
molecular properties from the momentum distributions within about 7% deviation from the exact
values.

I. INTRODUCTION

Strong-field ionization is the foundation of impor-
tant light-matter interaction phenomena in atoms and
molecules such as high-harmonic generation [1], laser-
induced electron diffraction [2–6], and strong-field photo-
electron holography [7–9]. Molecules are more complex
than atoms and they give us the possibility to study how
the ionization process depends on the electronic and ge-
ometric structure of the target system. The electron dy-
namics crucially depends on properties such as the nodal
structure or symmetry of the highest occupied molecular
orbital [10, 11]. Further, the interaction with the light
field changes the ionization potential of the molecule via
the Stark effect. Molecular properties such as the dipole
moment and polarizability tensor lead to a dependence
of the ionization dynamics on the molecular orientation,
which has to be considered for the proper modeling of ex-
periments [12–16]. In this article, we concentrate specif-
ically on molecular ionization in the adiabatic limit de-
fined by a small Keldysh parameter γ = ω

√
2Ip/E with

the ionization potential Ip, the electric field-strength am-
plitude E, and the frequency ω. A small Keldysh pa-
rameter γ � 1 places the interaction into the tunneling
regime of strong-field ionization [17].

For the study of strong-field ionization, a very success-
ful experimental setup is the attosecond angular streak-
ing, the “attoclock”. It provides a mapping between
the time of ionization and the final momentum of the
ejected electron [18–29]. Measuring the photoelectron
momentum distribution (PMD) is therefore a rich source
for time-resolved investigations of the ionization step
[30–35]. Typical implementations are based on close-
to-circularly polarized light fields. However, for observ-
ables that depend on molecular orientation, deconvolu-
tion methods must be used to extract the information
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of interest from the angle-dependent signal, introducing
potential uncertainties [26, 27]. One alternative could be
the quasi-linear bicircular attoclock [36, 37], which uses
a counter-rotating two-color bicircular ω-2ω light field
[38–42] with the relative strength of the two colors ad-
justed such that the electric field is nearly linearly polar-
ized in a time window around the maximal field strength.
This light field combines the properties of the attoclock
setup (time-to-momentum mapping) with the benefits of
linear polarization (sharp field direction at the time of
ionization). Due to the exponential dependence of the
ionization rate on the field strength in strong-field ion-
ization [43], the quasi-linear field can eliminate the need
for deconvolution. Conventional linearly polarized fields
involve rescattering of the freed electron with the core,
leading to complicated structures in the PMD and mak-
ing the analysis of the orientation dependence more diffi-
cult. The bicircular attoclock, on the other hand, avoids
rescattering and promises an easier interpretation com-
pared to linear polarization.

Trajectory-based models are often used to interpret the
PMDs. In such a model, the production of a photoelec-
tron consists of (i) the ionization step and (ii) classical
propagation of the freed electron. In the first step, the
electron appears in the vicinity of the parent ion after
tunneling through the barrier created from the molecular
potential and the instantaneous electric field. A variety
of different exit-point models are out there [44] and it is
an open question which one is the best choice in the adia-
batic limit, particularly for molecules. In the second step
the electron moves on a classical trajectory in the com-
bined potential of the parent ion and the light field. The
simplest possible trajectory model is the “simple man’s
model” [45], where the Coulomb force of the residual ion
is fully neglected. In this case, the electron’s final mo-

mentum equals the negative vector potential − ~A(t0) of
the light field at the time t0 of ionization. This gives
us a natural reference to compare with, when studying
the effect of the Coulomb potential in the ionization pro-
cess. Tunnel ionization in parabolic coordinates with in-
duced dipole and Stark shift (TIPIS) [46] is a widely
used model for the exit point, based on adiabatic as-
sumptions about the tunneling process such as zero ini-
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tial velocity and maximal ionization at the moment of
maximal field strength [25, 37, 47]. For a pure Coulomb
potential, TIPIS exploits the separation of the stationary
Schrödinger equation in parabolic coordinates leading
to a well-defined one-dimensional tunneling picture. For
molecules, this assumption can be fulfilled only approx-
imately. Hence, there is a need to use TDSE solutions
to validate the TIPIS model for molecules. Alternatives
are the field-direction model (FDM), assuming a one-
dimensional picture of tunneling along the direction de-
fined by the instantaneous field [48], and the triangular-
barrier width (TBW) Ip/E [17]. In this article, all of
them are compared with TDSE solutions in the adiabatic
limit. We then show that the TIPIS model can be used to
extract orientation-dependent molecular properties from
strong-field photoelectron momentum distributions.

II. NUMERICAL MODEL

We solve the two-dimensional single-active-electron
time-dependent Schrödinger equation (TDSE) in dipole
approximation with fixed nuclei on a Cartesian grid (at
least 2048 × 2048 points and 300 × 300 a.u.) using the
split-operator method [49] with a time step ∆t = 0.006
a.u. The potential

V (~r) =
−1√

(~r − ~r1)2 + α1

+
−(1 + e−β(~r−~r2)2)√

(~r − ~r2)2 + α2

, (1)

with β = 1.063 a.u., α1 = α2 = 0.5 and an internulear
distance R = |~r1 − ~r2| = 1.4 a.u. is used to represent the
HeH+ molecule (H at ~r1 and He at ~r2). On the speci-
fied grid, this potential results in an ionization potential
of Ip ≈ 1.657 a.u. The ground state is calculated with
imaginary-time propagation [50], followed by the real-
time propagator eigenstate method [51]. The outgoing
wave packet is projected onto Volkov states using an ab-
sorbing potential [52]. To ensure a smooth transition,
the core potential is damped to zero within 30 a.u. be-
fore the absorber starts. The counter-rotating bicircular
field is described by the vector potential

~A(t) =
−1√
1 + ε2

E0

ω
f(t)

[(
cos(ωt)
sin(ωt)

)
+ ε

2

(
− cos(2ωt)
sin(2ωt)

)]
,

(2)

where ε is the ratio of the second harmonic to the
fundamental harmonic component of the electric field
~E(t) = −∂t ~A(t). The maximal electric field strength is
reached at t = 0 and it is given by

Epeak = E0
1 + ε√
1 + ε2

. (3)

For a cw field with f(t) = 1, the choice ε = 1/2 leads to
a quasi-linear behavior [37] in the vicinity of t = 0, where

~Aeff(t) = Ax(0)~ex − Epeak/ωeff sin(ωefft)~ey , (4)

~Eeff(t) = Epeak cos(ωefft)~ey , (5)

with ~E(t) = ~Eeff(t) + O(t3) and ωeff = ω
√

2. The time-
averaged intensity in this case is cε0E

2
0 . A non-constant

envelope function f(t), however, disturbs the quasi-linear
behavior. Nevertheless, one can adjust the ratio ε to
ensure again linearity up to O(t3) in the electric field.

The optimal ratio εopt for the envelope f(t) = cos4
(
ωt

2Np

)
used below (with Np being the number of cycles) is

εopt =
2(1 +N2

p )

1 + 4N2
p

. (6)

This is obtained by forcing the quadratic term of the
Taylor series of Ax(t) to be zero, Äx(0) = 0, so the linear
term in Ex(t) vanishes. In the following calculations, we
always use ε = εopt = 0.540 (corresponding to Np = 3)

and γ = ωeff

√
2Ip/Epeak to characterize the adiabaticity.

After the adjustment of ε, the effective frequency of the
quasi-linear field is

ωeff = ω

√
8ε2

opt + 13εopt − 4

2 + εopt − ε2
opt

. (7)
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Figure 1. (a) Normalized photoelectron momentum distribu-
tion from ionization of HeH+ at θ = 180◦ (ionization via the
H-side) for a frequency ω corresponding to λ = 1131 nm and
E0 = 0.15 a.u. (intensity 1.6 × 1015 W/cm2). The attoclock
shift ∆py and the 1/3-area used for analysis are indicated.
Dashed: negative vector potential. (b) Definition of the ori-
entation angle θ. The molecular axis as black arrow points
from He to H. (c) Electric field. The red dot marks t = 0.

Figure 1 shows one example of a photoelectron mo-
mentum distribution. The signal at px > 0 originates
from ionization around the time when the field reaches
its global maximum (t = 0, see red dot in Fig. 1(c)). Sec-
ondary maxima in the PMD corresponding to the lower
two peaks in the electric field strength (see Fig. 1(c)), are
more suppressed in this example compared to the atomic
case [36], so only one major peak is visible on a linear
scale. This is due to the orientation-dependent ioniza-
tion probability of ground-state HeH+ becoming maxi-
mal when the field points along the molecular axis such
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that ionization proceeds over the H-side. Rotating the
molecule can lead to the appearance of another maxi-
mum in the PMD when the molecular axis is parallel to
one of the local field maxima. In the following, however,
we concentrate on the main maximum (the one appearing
in the marked 1/3 area in the right of Fig. 1). This peak
is displaced upwards with respect to the prediction of the
simple man’s model (red dot in Fig. 1(a)) that neglects
the Coulomb potential. We refer to this displacement as
the attoclock shift ∆py. This experimentally accessible
observable has the advantage of being highly sensitive
to orientation-dependent and non-adiabatic effects. We
extract the attoclock shift from TDSE simulations by a
Gaussian fit to the photoelectron momentum distribu-
tion in the close vicinity of the maximum. We define the
orientation angle θ as the angle between the direction
of maximal electric field (positive y direction) and the
molecular axis (vector pointing from the He-side to the
H-side, see Fig. 1(b)). We rotate the molecule anticlock-
wise, so ~r1 = −~r2 = (0, 0.7)T corresponds to θ = 0◦ and
~r1 = −~r2 = (0.7, 0)T to θ = 270◦. The orientation angle
is fixed for one simulation of the TDSE. Further, the ori-
entation of the field is the same for all calculations, so the
electron tunnels into the negative y-direction. Although
we will use quite long wavelengths, which can potentially
cause non-dipole effects [53], we neglect them by restrict-
ing the simulations to two dimensions and thereby dra-
matically reduce the computational effort. Non-dipole ef-
fects mostly lead to shifts in propagation direction. These
shifts can be well estimated in perturbation theory [54]
and leave the attoclock shift approximately unchanged.
Besides the non-dipole shift, we do not expect any differ-
ences compared to three-dimensional simulations. Note
that the differences previously seen [55] in the compari-
son of the two- and three-dimensional results arose from
interference of direct and rescattered trajectories while
in the present case, rescattering is absent.

III. ADIABATIC LIMIT

The orientation dependence of ∆py in Fig. 2(a) shows
that the attoclock shift is significantly larger when the
electron tunnels via the H-side (θ = 180◦) compared to
tunneling via the He-side (θ = 0◦). Below, we explain
this finding within a trajectory model without invoking
any orientation dependence of the dominant ionization
time. We notice that the curves exhibit a slight asymme-
try with respect to 180◦. Increasing the wavelength re-
duces the asymmetry, while approaching the quasi-static
limit. Importantly, we have found that the asymmetry
becomes much larger when a non-optimized ratio, e.g.
ε = 1/2, is used and that this asymmetry increases for
longer wavelengths (not shown). This can be explained
by a slight shift of the electron release times away from
t = 0 due to a preferred ionization along the molecular
axis [26, 27], an effect that occurs only in a small time

window around t = 0. The optimization of the ratio
ε suppresses such a release-time shift, because it min-
imizes the change of field direction during the time of
significant ionization. This is an important benefit of the
quasi-linear field. As we will discuss elsewhere, extensive
classical and TDSE simulations suggest that the small
remaining asymmetry in the finite-wavelength TDSE re-
sults is not due to the anisotropy of the electron-ion force
acting on outgoing trajectories, but it is instead due to
non-adiabatic ionization dynamics and it disappears in
the long-wavelength limit. Motivated by these observa-
tions, we symmetrize the TDSE orientation dependence
of the attoclock shift by taking the mean value for each
pair of orientations mirrored about 180◦. This leads to
the curves in Fig. 2(b). We extrapolate the symmetrized
TDSE results for each angle from finite wavelengths to
infinity via ∆py = ∆pLimit + c1

λ + c2
λ2 , see Fig. 2(c). In the

 0.27
 0.3

 0.33
 0.36

(a) TDSE2263nm
3394nm
4525nm

 0.27
 0.3

 0.33
 0.36

 0  60  120  180  240  300

(a) TDSE

(b) TDSE,
symmetrized

Att
ocl

ock
 sh

ift 
Δ

p y 
[a.

u.]

Orientation angle θ  [deg]

TDSE Limit

 0.24
 0.27
 0.3

 0.33
 0.36

 2400  3000  3600  4200  4800Att
ocl

ock
 sh

ift 
Δ

p y 
[a.

u.]

Wavelength λ [nm]

symmetrized
Fit

  0o

120o
180o

(c)

Figure 2. Orientation-dependent attoclock shift obtained
from TDSE solutions for different wavelengths λ and fixed
electric field strength E0=0.15 a.u. (a) TDSE results. (b)
Symmetrized TDSE results with extrapolated adiabatic limit
(black). (c) Extrapolation procedure for three orientations:
Crosses show the symmetrized TDSE results for different
wavelengths; solid lines are the fits and dashed lines illustrate
the adiabatic limit.

previous studies [26, 27], only molecules without perma-
nent dipole were investigated. In that case, the symmet-
ric part of the angle scans is almost a constant function,
cf. Fig. 3(b) below. In contrast, the HeH+ molecule con-
sidered here has a strong dipole moment, leading to a
substantial angle dependence.
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To interpret the TDSE results, we resort to adiabatic
trajectory models where we need to choose the exit point
of the electron at the time of ionization. In the follow-
ing, we use the TIPIS [46], FDM [48], and TWB [17] to
calculate the exit point. We include a quadratic approx-
imation of the Stark shifted and orientation-dependent
ionization potential

Ip(E, θ) = Ip(0) + ∆µ cos(θ)E

+
1

2
(∆α+ ∆αd cos(2θ))E2 +O(E3) , (8)

where ∆µ is the dipole moment of the bound-electron
orbital and its polarizabilities are given by ∆α‖ = ∆α+
∆αd and ∆α⊥ = ∆α −∆αd [12–14, 46]. The motion of
the freed electron is calculated by solving Newton’s equa-
tion of motion in one dimension for a static electric field
E(t) = Epeak. Because the exact non-isotropic potential
is usually not available in the experiment, we approxi-
mate the potential Eq. (1) in terms of a few parameters
via the multipole expansion

Ṽ (~r;R, θ) = −2

r
+

1

2

~rT ·QL(R, θ) · ~r
r5

, (9)

where QL = MTQM, M(θ) is a rotation matrix and
Q(R) is the quadrupole tensor in the molecular frame
θ = 0. Note that the dipole term of the potential
Eq. (1) is zero and thus V (~r) = Ṽ (~r) + O(r−4). By
switching the potential off, one can determine the in-
fluence of the Coulomb tail on the trajectory after ion-
ization. The attoclock shift is computed as ∆py =
lim
t→∞

(pṼ=0(t)− pṼ 6=0(t)). The orientation dependence of

this result is mainly due to the Stark-shifted ionization
potential, which enters the model only for calculating the
exit point. Nevertheless, using a non-isotropic potential
in the time-evolution step, instead of the isotropic ap-
proximation −2/r applied in [37], we obtain a slightly
better agreement with the TDSE.

Figure 3(a) shows our extrapolated TDSE results for
HeH+ (black solid line) in comparison to the two-step
models with different exit points. The TBW approach
(dash-dotted, orange) uses

yTBW
0 = −Ip(E)

E
, (10)

where E > 0 is the field strength at the ionization time,
in our case always set to E = Epeak. The TWB leads
to a severe underestimation of the attoclock shift in the
adiabatic limit. This exit point is too large to provide
enough momentum via the Coulomb attraction during
the propagation. The FDM (dotted, blue) tunnel exit is
defined by a numerical solution of

Ṽ (yFDM
0 ) + yFDM

0 E = −Ip(E) , (11)

where Ṽ is a cut through the potential Eq. (9) at x =
0. The FDM-based two-step model overestimates the
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Figure 3. (a) Symmetrized and extrapolated attoclock shifts
from TDSE calculations (black) for E0=0.15 a.u. compared
to two-step models with different exit points. (b) Comparison
with the TIPIS-based two-step model with fewer parameters.
The exact molecular parameters (Table I) are used.

attoclock shift in agreement with previous observations
for helium [46]. An analytical solution of Eq. (11) (not

plotted) can be obtained for Ṽ (y0) = −Z/|y0|, which
changes the attoclock shift by less than about 10−3 a.u.
compared to the numerical FDM. Here, Z is the charge
of the residual molecular ion. The TIPIS model (dashed,
red) uses the exit point

yTIPIS
0 = −

Ip(E) +
√
Ip(E)2 − 4β2D(E)E

2E
, (12)

where β2D = Z −
√

2Ip(E)

4 , since the two-dimensional
asymptotic ground-state wavefunction has no nodes [44,
46, 56]. This model predicts attoclock shifts slightly be-
low the TDSE results.

In order to compare the different models, one can ex-
pand Eq. (12) in a series

|yTIPIS
0 | = Ip(E)

E

(
1− 1

2

∞∑
n=1

(−1)n−1

( 1
2

n

)(
4β2DE

Ip(E)2

)n)
.

(13)

In usual systems, e.g., atoms and small molecules at mod-
erate field strength, the sum converges and causes a neg-
ative contribution to |yTIPIS

0 |, shifting the exit point to-
wards the nuclei compared to the TWB. The analytical
solution of the FDM is recovered when β2D is replaced
by Z. Since 0 < β2D < Z the TIPIS exit point has a
value between FDM and TWB.

The leading non-adiabatic correction to the exit point
can be estimated in the strong-field approximation (SFA)
for the given effective vector potential Eq. (4) as [57, 58]

|ynon−adi.
0 | ≈ Ip

Epeak

(
1− γ2

4
+O(γ4)

)
. (14)
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Here, the TBW is modified towards smaller values, too.
While the SFA neglects the Coulomb interaction, we nev-
ertheless expect that the reduction of the exit-point value
is a general effect that plays a role for the attoclock shift
in non-adiabatic conditions, i.e., finite wavelengths. This
is consistent with Fig. 2(c) where the attoclock shifts
are increased at small wavelength. Agreement of the
FDM-based attoclock shifts with TDSE solutions at fi-
nite wavelengths may therefore be accidental.

The remaining differences between the TDSE limit and
the two-step models are on the order of 10−2 a.u. We
checked numerical convergence by halving the time step
and doubling the box lengths. Further, we choose a range
of wavelengths for extrapolation where non-adiabatic ef-
fects are small (γ ≤ 0.28), but also depletion does not
disturb the attoclock shift (total ionization yield below
10−3). Notice that a too large fitting range around the
peak of the PMD induces a systematic error shifting the
TDSE attoclock shifts to smaller values, artificially im-
proving the agreement with TIPIS. We also compared the
one-dimensional two-step models with two-dimensional
models using the full time-dependent field instead of a
static field. We find no difference in the adiabatic limit
and see no indications of rescattering.

In the two-step models, we use the exact molecular pa-
rameters Ip(0), ∆µ, ∆α and ∆αd for the 2D molecule,
see Table I. These are extracted from the Stark shifts in
a TDSE solution with a weak linearly increasing electric
field [37]. In Fig. 3(b), we selectively set molecular pa-
rameters to zero to see the influence of the quadratic
and linear term of the Stark-shifted ionization poten-
tial, Eq. (8), in the TIPIS model. When neglecting the
dipole moment and the polarizabilities (dash-dotted pur-
ple line), the ionization potential and thus the exit point
become independent of the orientation. The remaining
angle dependence of the attoclock shift results only from
the propagation of the outgoing trajectory in the poten-
tial Eq. (9). When including the dipole moment ∆µ, we
find that it is responsible for the pronounced monotonic
trend from 0◦ to the maximum at 180◦, see the dotted
green line in Fig. 3(b). In contrast to the full TIPIS
model (dashed red line), however, the results without
polarizability are not parallel to the TDSE results. In
particular, the difference between the maximal and min-
imal value is not well reproduced without polarizability.

The results indicate that the TIPIS model repro-
duces the attoclock shift very well except for an angle-
independent offset. Therefore, we proceed to analyze the
slope, i.e., the derivative of the attoclock shift with re-
spect to the orientation angle. Figure 4 shows the numer-
ical derivative of the data from Fig. 3. In Fig. 4(a), we see
excellent agreement between the slope of the TIPIS-based
model and the TDSE results. Further, the FDM and the
TBW show a quantitatively wrong behavior. Figure 4(b)
shows that the polarizabilities are necessary to form the
correct slope. Based on this observation, we expect that
the molecular properties can be extracted just from the
slope. This approach has the additional advantage that
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Figure 4. Same as Fig. 3 except that the numerical derivative
of the orientation-dependent attoclock shift is shown.

Table I. Exact molecular parameters for the 2D HeH+

molecule and parameters obtained by matching TIPIS- and
FDM-based two-step models to TDSE results. The parame-
ters are given in atomic units. Relative deviations are given
in parentheses.

Ip(0) ∆µ ∆α ∆αd

exact 1.657 0.4043 1.060 0.1944

TIPIS 0.4126 (2.1%) 0.2082 (7.1%)

FDM 0.3307 (18%) 0.3805 (95%)

TIPIS 2263nm 0.4887 (21%) 0.01532 (92%)

it does not require the measurement of an absolute atto-
clock shift, but only the relative orientation dependence.

IV. EXTRACTION OF MOLECULAR
PARAMETERS

In the simulations, we optimize the parameters ∆µ and
∆αd, which influence the orientation dependence most
strongly, for best agreement of the TIPIS-based model
with the slope of the TDSE results (Fig. 4), minimiz-
ing the mean squared error. We assume the total charge
and the quadrupole moment Q in Eq. (9) to be given.
The results are given in Table I. For TIPIS, the parame-
ters can be reproduced within a relative deviation of 7%
from the exact values. This shows that the slope of the
orientation-dependent adiabatic attoclock shift can be
understood and reproduced within a very simple model.
In our system we cannot extract information about the
ionic potential, i.e. the quadrupole tensor, because its ef-
fect on the attoclock shift is too similar to the effect of the
quadratic term of the Stark-shifted ionization potential,
so the fitting routine will not converge reliably. How-
ever, for a more complex functionality of the orientation
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dependent attoclock shift this may be possible. With the
same optimization procedure, the FDM converges to poor
results (molecular parameters up to 95% from the exact
parameters). Finally, we attempt to extract molecular
parameters from TDSE results at finite wavelengths, be-
cause such data are experimentally easier to obtain than
the adiabatic limit. We expect that TIPIS cannot repro-
duce these curves accurately, and indeed we find errors
up to 92% for the molecular parameters when matching
TIPIS to the symmetrized TDSE results at 2263nm.

V. CONCLUSIONS

To conclude, we have presented a scheme to extract
molecular properties from the slope of the orientation-
dependent adiabatic attoclock shift, which is obtained
from PMDs at sufficiently long wavelengths of a quasi-
linear field. We have shown that a TIPIS-based two-step

model reproduces this data with high accuracy, leading
to a precise measurement of molecular properties. On the
other hand, our results indicate that one cannot expect
adiabatic models to be accurate at typical infrared wave-
lengths. This has to be considered when analyzing exper-
iments. We have provided an expression for the effective
frequency and optimal ratio between the two circularly
polarized components of the bicircular field to obtain the
quasi-linear field. It appears promising to combine the
bicircular attoclock with a pump-probe scheme to track
ultrafast changes during time-dependent processes with
moving nuclei. Future work may also consider the effect
of molecular chirality on the attoclock shifts considering
the electric multipoles implied by a chiral structure.
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through the project 498967973 and within the Priority
Programme 1840, Quantum Dynamics in Tailored In-
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M. Schöffler, L. P. H. Schmidt, T. Jahnke, M. Kunitski,
R. Dörner, and S. Eckart, Experimental fingerprint of the
electron’s longitudinal momentum at the tunnel exit in
strong field ionization, arXiv preprint arXiv:2211.01791
(2022).

[31] M. Paul, L. Yue, and S. Gräfe, Imprints of the Molec-
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